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ABSTRACT
Recommender systems have become pervasive on the web, shaping

the way users see information and thus the decisions they make.

As these systems get more complex, there is a growing need for

transparency. In this paper, we study the problem of generating and

visualizing personalized explanations for hybrid recommender sys-

tems, which incorporate many different data sources.We build upon

a hybrid probabilistic graphical model and develop an approach

to generate real-time recommendations along with personalized

explanations. To study the benefits of explanations for hybrid rec-

ommender systems, we conduct a crowd-sourced user study where

our system generates personalized recommendations and explana-

tions for real users of the last.fm music platform. We experiment

with 1) different explanation styles (e.g., user-based, item-based), 2)

manipulating the number of explanation styles presented, and 3)

manipulating the presentation format (e.g., textual vs. visual). We

apply a mixed model statistical analysis to consider user personal-

ity traits as a control variable and demonstrate the usefulness of

our approach in creating personalized hybrid explanations with

different style, number, and format.
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1 INTRODUCTION
Recommender systems have become an essential tool for consumers

to navigate the vast number of options for content and products.

As recommendations have become central to combating informa-

tion overload and shaping decisions, users increasingly demand

convincing explanations to help them understand why particular

recommendations are made [7, 25]. The increasing complexity of

recommender systems has fueled a corresponding need for explana-

tions to evolve to capture the richness of information used to make

a recommendation. However, individual differences also require

catering to users’ preferences for the explanations they find most

persuasive.

Most of the research on explaining recommendations (e.g., [15, 6,

33, 40, 9]) has focused on explanations that involve a single source

of data. Typically, explanations from single-source recommenders

come in a single style, e.g., a content-based recommender system

produces content-based explanations. However, modern recommen-

dation frameworks combine information from diverse sources such

as social connections, collaborative filtering (CF) approaches, and

item metadata, an approach known as hybrid recommendation. A

recent survey [28] of different single-style explanation approaches

has concluded that hybrid explanations, which combine multiple

styles such as user-based and item-based, are more effective than

non-hybrid counterparts. Despite these findings, there has been

no comprehensive study to determine the best methods for pre-

senting personalized recommendations with explanations that are

generated for hybrid systems.

In this paper, we implemented a hybrid recommender system

that can incorporate a variety of recommendation approaches (e.g.,

content-based and CF). Using this hybrid system, we generated

hybrid explanations which consist of many styles, where each style

is associated with a recommendation algorithm. To better under-

stand how to improve explanation persuasiveness using multiple

explanation styles, we conducted a large personalized user study

on a real system from the last.fm music domain. We experimentally

manipulated the explanation styles produced (e.g., social-based or

content-based), the number of explanation styles presented (e.g.,

three or four explanations), and the visual format of the explana-

tions (e.g., textual or visual). Recent research [5] has indicated that

there may be a relationship between a person’s personality and the

type of explanation that is most persuasive, so we also conducted

an exploratory analysis for hybrid explanations. To the best of our

knowledge, our work is the first study of the effect of such variables

on personalized hybrid explanations.

https://doi.org/10.1145/3301275.3302306
https://doi.org/10.1145/3301275.3302306
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In this work, we extended an existing hybrid recommender sys-

tem [21], to produce real-time recommendations while incorporat-

ing a variety of information sources. Moreover, we built a real-time

data collection system for acquiring a user’s history, social connec-

tions, tags, and popularity statistics from the last.fm social media

site. We used these signals to create a hybrid model that incorpo-

rates user-user and item-item similarities using CF, content, social,

and popularity information. Next, we implemented a translation

system that generates customized explanations from the output of

the hybrid system in real time. More explicitly, we converted each

signal to a different explanation style. The proposed model sup-

ports seven different signals which are translated to seven different

explanation styles, including user-based, item-based, content, so-

cial, and item popularity. Although the explanation styles are fixed,

their content is personalized to each user’s data and personality.

For example, the social style explanation would be of the form “We

recommend z because your friend x likes z” but the values of z and
x will be tailored based on each user’s data, and potentially used

less frequently for introverted users. Table 1 shows an example

of a personalized recommendation along with the personalized

explanations generated by our framework for a particular user.

In the second part of our work, we generated real-time recom-

mendations along with personalized explanations for users of the

last.fm music platform. We conducted a crowd-sourced user study

(N = 198) using Amazon Mechanical Turk (AMT), recruiting users

with active last.fm accounts. Our first goal was to study whether dif-

ferent explanation styles result in different levels of persuasiveness.

For example, are social explanations perceived as more persuasive

than popularity ones? Inspired by Berkovsky et al. [5], we also

considered the personality traits of the users as a control variable.

We find interesting patterns between explanation persuasiveness

of particular styles and personality traits which we analyze in our

results. Second, we studied whether the number of the explanation

styles can affect the persuasiveness of the explanation. For example,

is a user convinced when they are provided with three explanation

styles but overwhelmed when the number of provided styles in-

creases to six? Third, we experiment with a variety of formats that

we can present hybrid explanations to the users. For example, do

users prefer to see explanations in visual or textual formats?

Finally, we argue that explainable recommendations should not

require a trade-off in recommendation quality. To this end, in an

offline setting, we compared the accuracy of the hybrid model

with popular collaborative filtering algorithms, such as item-based

and matrix factorization. We show that our model improves the

accuracy of recommendations over baseline collaborative filtering

methods while at the same time being able to provide explanations.

Our contributions are: (1) a hybrid recommender system that

can provide real-time recommendations with up to seven different

explanations styles in various formats (such as textual and visual),

(2) insights regarding the most persuasive styles, the ideal number

of explanation styles, and the most persuasive presentation formats

as a result of a user study, and (3) insights regarding the effect of

different personality traits in persuasiveness of explanations (as a

result of the same study).

In the next sections, we discuss related work, present our hybrid

recommendation framework, and define our research questions.

We then describe the user study and present the results. Afterwards,

Explanation Style We recommend U2 because:
(I) User-based User Aren with whom you share similar tastes

in artists, listens to U2.

(II) Item-based (a) People who listen to your profile itemAC/DC
also listen to U2.

(b) Last.fm’s data indicates that U2 is similar to

Coldplay that is in your profile.

(III) Content (a) U2 has similar tags as Beatles that is in your

profile.

(b) U2 is tagged with rock that is in your profile.

(IV) Social Your friend Cindy likes U2.

(V) Item popularity U2 is a very popular in the last.fm database with

3.5 million listeners and 94 million playcounts.

Table 1: An example of a hybrid explanation for a single
artist (U2). Multiple styles are generated from the hybrid
model (the first four are personalized, while the fifth one
is non-personalized).

we evaluate the hybrid model and a set of baseline recommendation

algorithms in an offline setting. Finally, we summarize our findings,

point out limitations, and discuss our future research plans.

2 RELATEDWORK
There is an emerging body of work on explanations for recom-

menders systems (whether single-source or hybrid). We review the

most representative work and discuss the basic differences between

our work and the state-of-the-art.

Single-style explanations. Herlocker et al. [15] showed that cer-

tain explanation and presentation styles can increase a recom-

mender system’s effectiveness in convincing users to make a pur-

chase. Bilgic and Mooney [6] compared single-style explanations

that use content-based keywords, item-based CF, or prior rating

history. Vig et al. [40] showed that explanations using tags im-

prove effectiveness. Tintarev and Masthoff [35] found that, despite

improving user satisfaction, personalization can reduce the effec-

tiveness of content-based explanations. Gedikli et al. [13] studied

the effect of ten single-style explanations (personalized or not) for

the following dimensions: efficiency, effectiveness, persuasiveness,

transparency, and satisfaction. The authors showed that non per-

sonalized content-based explanations in the form of tags increase

user-perceived transparency and satisfaction. In a music recom-

mendation setting, Oramas et al. [27] found that the effectiveness

of an explanation depends on the familiarity with recommender

systems and the music education of the users. PeerChooser [26] is

a system designed to present user-based CF explanations through

an interactive graphical interface in the form of concentric circles.

Berkovsky et al. [5] studied the effect of three different explanation

styles (item-based, average rating, and popularity-based) on user

trust considering the user personality traits as a control variable.

In our work, we study whether varying the explanation style or

number of explanations changes the persuasiveness of explanations

when controlling for different personality traits.

Hybrid explanations. Most research on hybrid explanations has

focused on proposing graphical interfaces to visualize the different

explanation styles. TalkExplorer [39] combines content, tag, and

social-based filtering techniques to provide an interactive interface

in the form of clustermaps. SetFusion [29] builds on TalkExplorer
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and replaces clustermaps with Venn diagrams showing improved

user experience. TasteWeights [7] builds an interactive hybrid rec-

ommender system that combines social, content, and expert infor-

mation. The framework shows the reasoning behind the recom-

mendations in the form of pathways among columns. Nguyen et al.

[23] aimed to reduce the noise in user ratings by proposing inter-

faces that support explanations in the form of tags, exemplars, and

their combination. Symeonidis et al. [33] combined content-based

filtering and rating history to generate natural language explana-

tions which are all of the same type. Sato et al. [31] proposed to

use contexts for explanations (e.g., “accompanying persons”) and

show that combining context with other styles of explanations (e.g.,

demographic) improves persuasiveness and usefulness. Recently,

Andjelkovic et al. [2] implement MoodPlay, a hybrid music recom-

mender system that combines content and mood-based filtering.

The system provides interaction, control, and explanations. Expla-

nations are provided using links to the last.fm music profile of the

recommended items and using circles representing mood. Finally, in

our previous work [22] we manually generated hybrid explanations

in a restaurant recommendation setting. We conducted a synthetic

user study where users evaluated non-personalized explanations

that were manually produced. In this paper, we implement a hybrid

recommender system which automatically generates recommenda-

tions together with explanations. We use this system to generate

personalized, real-time recommendations with explanations for ac-

tive users of a music platform. In our experiments we analyze both

the recommendation quality and the explanation persuasiveness

by varying several different variables.

Nunes and Jannach [25] reviewed the literature on explanations

in decision-support systems. The authors distinguished between

variables such as the length of the explanation, its vocabulary, and

the presentation of the explanation. The conclusion was that addi-

tional studies are necessary to assess the impact of these variables.

One of the goals of our work is to determine whether the explana-

tion length and its presentation affect user satisfaction. In another

work, Friedrich and Zanker [11] proposed a taxonomy that cate-

gorizes different explainable recommender systems. The authors

argue that future research should create new kinds of information,

interaction, and presentation styles and also analyze how, and under

what conditions, these will affect different explanation objectives.

To this end, we offer seven different explanation styles and study

their effect on persuasiveness when taking different variables into

account.

To summarize, our work differs from prior work in the following

ways. First, existing work on explanations either does not involve a

recommendation algorithm [5], or uses a baseline recommender [7,

27, 13]. As a result, comparing the accuracy of the recommendations

of these approaches with other algorithms is prohibitive. Here, we

generate explanations from an existing hybrid recommender sys-

tem and show in an offline setting that this system can outperform

popular recommendation methods, such as matrix factorization.

Second, our work considers seven different explanation styles, while

most of prior work considers up to three explanation styles. Third,

to the best of our knowledge, our user study is the first one ana-

lyzing the effect of different personalized explanation styles, their

number, and format on the persuasiveness of explanations. Finally,

our study is the first that considers the user personality traits as a

control variable.

3 EXPLAINABLE HYBRID RECOMMENDER
In this section, we describe how we use a hybrid recommender sys-

tem to generate explainable recommendations. We first introduce a

modeling framework which constructs a probabilistic model using

a set of rules capturing relational dependencies. Next, we describe

how we use this framework to implement a music recommender

system. Finally, we discuss how we transform the model’s proba-

bilistic factors to explanations capturing the different recommender

signal types.

3.1 Probabilistic model for hybrid
recommendations

Recently, Kouki et al. [21] introduced HyPER, a hybrid recom-

mender system that uses the probabilistic soft logic (PSL) frame-

work [3]. PSL is a generic probabilistic programming language that

allows for models to be defined through a set of template rules in

first-order logic syntax. The rules can incorporate a wide range of

signals, such as user-user and item-item similarity measures, con-

tent, and social information. HyPER uses rules together with the

input data to perform inference and define a probability distribution

over the recommended items, capturing the likelihood that a given

user will like a given item. HyPER provides a generic and extensible

recommendation framework with the ability to incorporate other

sources of information available in different application scenar-

ios. Here, we focus on music recommendations. We use the rules

proposed in HyPER and add several rules to leverage additional

information available in our music dataset.

3.2 Hybrid music recommender model
We propose a hybrid music-recommender system which consists

of the following rules:
1

SimUsersCF (u1, u2) ∧ Listens(u1, a) ⇒ Listens(u2, a) (1)

SimArtistsCF (a1, a2) ∧ Listens(u, a1) ⇒ Listens(u, a2) (2)

SimArtistslast .f m (a1, a2) ∧ Listens(u, a1) ⇒ Listens(u, a2) (3)

SimArtistscontent (a1, a2) ∧ Listens(u, a1) ⇒ Listens(u, a2) (4)

HasTag(a1, t ) ∧ HasTag(a2, t ) ∧ Listens(u, a1) ⇒Listens(u, a2) (5)

SimFriends(u1, u2) ∧ Listens(u1, a) ⇒ Listens(u2, a) (6)

PopularArtist(a) ⇒ Listens(u, a) (7)

¬Listens(u,a) (8)

Rule 1 captures the intuition that similar users like similar artists.

An atom such as Listens(u2,a) represents the probability that user

u2 will listen to artist a and takes values in the interval [0, 1]. Higher
atom values indicate a higher probability that the given user will

listen to the given artist. Atom SimUsersCF (u1,u2) is binary, with
value 1 iff u1 is one of the k-nearest neighbors of u2. We com-

pute user similarities using CF information (indicated by the CF
subscript). More specifically, we compute similar users using the

Jaccard and cosine similarities. Jaccard similarity between two users

is computed using the set of common artists they have listened to:

1
The code is available here: https://github.com/pkouki/iui19.

https://github.com/pkouki/iui19
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J (u1,u2) =
|Artists(u1) ∩Artists(u2)|

|Artists(u1) ∪Artists(u2)|
(9)

where Artists(ui ) denotes the set of artists that user ui has lis-
tened to. Cosine similarity is computed using vectors containing

the number of times a user listened to each artist:

Cos(u1,u2) =

∑
a∈A

ListenCount(u1,a)ListenCount(u2,a)√ ∑
a∈A

ListenCount(u1,a)2
√ ∑

a∈A
ListenCount(u2,a)2

where A is the set of all artists, and ListenCount(ui ,a) indicates
how many times user ui has listened to artist a. The number of

similar users is typically set to between 20 and 50 in the literature

[24], and so for each user we use the 20 most similar neighbors.

This limit applies to all similarities that we describe in the rest of

this section.

Rule 2 captures the intuition that a user listens to similar artists.

Artist similarity is computed using CF information by computing

the Jaccard similarity of the sets of users who have listened to each

artist (we follow the same logic as in formula 9). Rule 3 is similar

with the difference that we use last.fm’s artist similarity, which is

a proprietary score using CF and tag information. Rule 4 captures

the intuition that users are likely to listen to artists with similar

content. We measure content similarity using tags associated with

each artist and compute the Jaccard similarity between the tag sets

of two artists (again we follow the same logic as in formula 9). Rule

5 is a simpler version of Rule 4 and captures the intuition that a

user will likely listen to two artists sharing the same tag.

Rule 6 captures the intuition that friends may listen to the same

artists. Rule 7 captures the intuition that a user will likely listen

to a popular artist from the last.fm database. Every music website

offers a large number of artists, however, in the general case, a user

listens only to a very small portion of the artists provided. To model

our general belief that a user will likely not listen to an artist we

introduce the Rule 8. Finally, we note that the model can incorporate

new information sources by adding additional first-order rules.

3.3 Generating recommendations with
personalized explanations

The rules used in HyPER specify probabilistic dependencies be-

tween variables and evidence. After encoding all available informa-

tion, e.g., similarities and observed user-item likes, the next step

is to use our model for predicting unobserved user-item likes. The

process of combining the model with data and instantiating a set of

propositions is referred to as grounding. Each ground rule is trans-

lated into a hinge-loss potential function. The set of ground rules

defines a probabilistic graphical model and in particular a Markov

random field. Performing inference over this model generates pre-

dictions for unobserved user-artist pairs, captured by the Listens

predicate. In other words, we find the most probable assignment to

the unobserved variables (Listens) by performing joint inference

over interdependent variables. After the inference completes for

a user u, we select the Listen(u,a) that scored in the top k posi-

tions. For each of the top k Listens(u,a), we use the groundings
generated during inference to create personalized explanations of

the following styles:

• User-based, with explanations similar to the example of Table 1

(I) using the groundings of Rule 1.

• Item-basedCF and item-based last.fm, with explanations sim-

ilar to Table 1 (II-a, II-b), using the groundings of Rules 2 and 3

respectively.

• Content-based Jaccard and content-based tags, with expla-

nations similar to Table 1 (III-a, III-b) using the groundings of

Rules 4 and 5 respectively.

• Social-based, with explanations similar to Table 1 (IV) using the

groundings of Rule 6.

• Popularity-based, with explanations similar to Table 1 (V) using

the groundings of Rule 7.

As an example, let’s assume that for user Jen, the predicted value
of the unobserved variable Listens(Jen,U 2) has the highest value

among all other predicted values and, during inference, the follow-

ing ground rules associated with Listens(Jen,U 2) were generated:
SimUsersCF (J en, Aren) ∧ Listens(Aren, U 2) ⇒ Listens(J en, U 2)

SimArtistsCF (U 2, ACDC) ∧ Listens(J en, ACDC) ⇒ Listens(J en, U 2)

SimArtistslast .f m (U 2, Coldplay) ∧ Listens(J en, Coldplay) ⇒ Listens(J en, U 2)

SimArtistscontent (U 2, Beatles) ∧ Listens(J en, Beatles) ⇒ Listens(J en, U 2)

HasTag(U 2, Rock ) ∧ HasTag(Slayer, Rock ) ∧ Listens(J en, Slayer ) ⇒ Listens(J en, U 2)

SimFriends(J en, Cindy) ∧ Listens(Cindy, U 2) ⇒ Listens(J en, U 2)

PopularArtist(U 2) ⇒ Listens(J en, U 2)

In order to generate explanations from the ground rules, we de-

veloped a translation system that takes as input the groundings and

outputs sentences in natural language. Table 1 shows the natural

language explanations generated by the ground rules shown in this

specific example. Note that not all explanation styles will be present

for every recommendations, resulting in some missing styles. In

our empirical study, we found that most recommendations had

all styles. Finally, we underscore the flexibility of our approach. If

new rules are added to the model, a similar process can be used to

generate explanation styles corresponding to those rules.

4 LAST.FM DATASET
We evaluated our system on music recommendations for the last.fm

website. We chose this platform because: i) it provides an API
2

offering convenient access to music data and ii) it contains a wide

range of information that can be exploited by the hybrid model:

user-artist interactions, user friendships, content information for

artists (i.e., tags), and popular artists in the database. Last.fm exposes

two main API types, Users and Artists. The User API provides access
to the user’s top artists by listening frequency and the user’s friends.

The Artist API provides access to similar artists to a given artist

(computed using CF and tag information) and the top user-provided

tags for an artist. Last.fm also offers general top-chart methods

returning information such as the k artists with the highest number

of listeners and the k tags appearing the highest number of times

across last.fm’s database. To integrate with last.fm’s API we built a

crawler using pylast
3
that allows us to collect information for each

user in our study in real time.

2
https://www.last.fm/api

3
https://github.com/pylast/pylast

https://www.last.fm/api
https://github.com/pylast/pylast
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5 RESEARCH QUESTIONS
Our work addresses the following basic research questions about

recommendations and explanations for a hybrid system:

1. How does explanation persuasiveness vary with differ-
ent explanation styles? An explanation from a hybrid recom-

mender system usually contains several different styles, such as

user-based and social-based. Our goal is to study whether varying

these styles changes the persuasiveness of an explanation. Addition-

ally, following prior work [36] showing that personality strongly

correlates with users’ characteristics used by recommender systems

(e.g., music preferences), we study whether there are differences

in preferred explanation style when we use personality traits as a

predictor of explanation preferences. Our hypothesis is that users

with specific personal characteristics will be persuaded to different

degrees by different explanation styles. For example, an extrovert

may be receptive to social style explanations, while an introvert

may prefer item-based style explanations.

2. What is the ideal number of explanation styles? One pit-
fall in explanatory systems is information overload. We identify

the inflection point in terms of the number of styles at which users

lose interest. We vary the number of different explanation styles

presented to the user for each recommendation. Our hypothesis is

that different number of explanation styles will result in different

persuasiveness levels. Our goal is to determine the optimal number

of explanation styles that balance information overload and per-

suasiveness. We additionally study whether there is any difference

when we take the user personality traits into account.

3. How does the explanation format affect user experi-
ence? Prior work on non-personalized explanations [22] showed

that user experience is affected by the format of the explanations,

i.e., users prefer simple visual formats over complex ones. Based

on these results, we study the effect of textual and simple visual

formats (Venn diagrams and cluster dendrograms) in personalized

explanations. Our hypothesis is that different visual formats will

result in different levels of user experience.

6 USER-STUDY DESIGN
We used the AMT platform to recruit active last.fm participants

for our user study. In this section, we describe our study from the

point of view of one participant. The study was divided in two

phases. In the first phase, we asked the participant to fill in a pre-

study questionnaire (this is the same for all participants). At the

same time, we crawled this participant’s music data and ran the

HyPER model to generate recommendations with explanations. In

the second phase of the study, we showed the produced person-

alized recommendations with explanations to the participant and

ask a set of questions by following a methodology similar to Kni-

jnenburg et al.’s [20]. Note that the recommended artists and the

actual explanations are personalized to each participant, while the

questions for evaluating recommendations and explanations are

the same for all participants.

6.1 First phase: pre-study and generation of
recommendations and explanations

In this first phase of the study, we informed the participant that,

in order to participate, she needed to have a last.fm account with

Ease-of-Satisfaction (α = 0.89) R2 Est.
I think I will trust the artists recommendations given

in this task.

0.68 0.93

I think I will be satisfied with the artists recommen-

dations given in this task.

0.89 1.11

I think the artist recommendations in this task will

be accurate.

0.67 1.01

Visualization Familiarity (α = 0.92) R2 Est.
I am competent when it comes to graphing and tab-

ulating data.

0.75 1.44

I frequently tabulate data with computer software. 0.71 1.46

I have graphed a lot of data in the past. 0.78 1.52

I frequently analyze data visualizations. 0.68 1.46

Personality - I see myself as... Trait

Extroverted, enthusiastic. Extroversion

Reserved, quiet.

Dependable, self-disciplined. Dependability

Disorganized, careless.

Open to new experiences, complex. Openness

Conventional, uncreative.

Calm, emotionally stable. Neuroticism

Anxious, easily upset.

Sympathetic, warm. Agreeableness

Critical, quarrelsome.

Table 2: Pre-study questions asked to the participants. Fac-
tors (ease-of-satisfaction and visualization familiarity) are
determined by participant responses to subjective questions
via factor analysis, which was done in R lavaan using the
semtools package. R2 reports the fit of the item to the factor.
Est. is the estimated loading of the item to the factor. α is
Cronbach’s alpha.

at least ten artists in her profile. We prompted participants that

were interested in the study but did not have a last.fm account

to follow detailed instructions on how to create an account and

enrich their profile with the prerequisites. After the participant

provided her last.fm id, we checked whether it satisfied the study

prerequisites. When the prerequisites were not met, we reminded

the user of the requirements to participate in the study. Once the

prerequisites were fulfilled, we directed the user to answer the

pre-study questionnaire.

In the pre-study questionnaire, we asked the participant ques-

tions related to ease-of-satisfaction [32] and visualization familiar-

ity. We additionally asked questions related to the five basic dimen-

sions of personality, called the Big Five traits [36]. We adopted the

abbreviated questionnaire by Gosling et al. [14] which is both brief

and highly reliable. We report all the pre-study questions in the first

column of Table 2. Responses were provided using a 7-point Likert

scale from “totally disagree” to “totally agree”. During the time that

the participant answered the pre-study questions, we sequentially

perform the following tasks in the background:

Crawl data: Using the last.fm API, we crawled the top 20 artists for

this participant’s profile. Next, for each of these artists, we crawled

the top 20 tags and the top 20 most similar artists. For each similar

artist, we crawled the top 20 tags. Next, we retrieved the top 20

friends of this participant along with their top 20 favorite artists.
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Candidate-set creation: For each participant u of the study, we

created a set of candidate artists A. For each artist a ∈ A, we gen-

erated an unobserved predicate Listens(u,a). The HyPER model

made predictions for all the unobserved Listens(u,a) predicates.
Last.fm contains a large number of artists whose popularity follows

a power-law distribution, where many users listen to a few, popular

artists and most artists are in a long tail, with few listeners. Since

recommendations must be generated quickly during Phase 1, we

applied selection criteria to reduce the number of candidate artists

(|A|), as is common in ranking tasks [1]. However, to ensure that

the recommended artists were personalized to each participant’s

tastes we created a user-specific candidate set consisting of three

sets of artists: (i) the 20 most similar artists (based on the last.fm

similarity) in the participant’s profile, (ii) the 20 top artists for each

of the participant’s friends, and (iii) the top 1, 000 artists in the

last.fm database.

Compute similarities: We computed similarities used by the Hy-

PER model for each participant. More specifically, we computed: (i)

similarities between the participant and other last.fm users (used

by Rule 1) , (ii) similarities between the participant and her friends

(used by Rule 6), and (iii) content and CF similarities for the artists

in the participant’s candidate set (used by Rules 2 and 4). Similar-

ity computations occured while the participant was completing

Phase 1, and thus these computations had to occur as quickly as

possible. Computing user-user and artist-artist CF similarities is

a very expensive operation [24] and generating similarities for all

last.fm users and artists is impractical in a real-time user study. To

mitigate this issue, we computed user and item similarities using CF

information from a smaller subset of the last.fm dataset containing

1, 475 users, 8, 672 artists, and 28, 639 user-artists pairs.

Run the HyPERmodel: In this step, we ran the process of ground-

ing the rules, where we combined the model described in Section

3 with the evidence and instantiated a set of propositions. The

evidence consisted of similarities computed in the previous step,

user-item interactions, social connections, tags, and popularity sta-

tistics. After grounding, we ran inference to predict the probability

that participant u will listen to artist a (a ∈ A) (i.e., predict the

values of the unobserved predicates Listens(u,a)). At the end of

inference we picked the predictions for the predicates Listens(u,a)
that scored the highest.

Organize the explanations: To organize the explanations, we

grouped multiple explanations of the same style together [22]. For

example, if there were three groundings of the Rule 1 with similar

users Aren, Sonia, and Mary, we grouped those into one single sen-

tence: “Users Aren, Sonia, and Mary, with whom you share similar

tastes in artists, like U2”. Since the number of groundings for each

rule could be very large, it was not possible to show all the ground-

ings of a rule. In this case, we used a threshold, t = 3, and showed

at most 3 groundings of each rule. To select which t groundings to
show, we pick the groundings that involve the highest similarity

values.

6.2 Second phase: main study
After generating the top k recommendations and organizing them,

the next step was to present them to the participant. We worked

towards answering questions related to the participant preferences’

toward different styles, number, and format of the explanations. At

the same time we controlled for the accuracy and novelty of the

recommendations. To this end, we showed each participant three

artists that ranked in the top three positions after running the Hy-

PER framework and ask questions about the accuracy and novelty

of the recommendations and questions related to the explanations

provided with a focus on the persuasiveness aspect. We organized

the study around the three questions discussed.

Task for research question 1: We showed the participant an

artist profile for the highest ranked artist predicted by the HyPER

model. The artist profile consisted of the artist’s name, an official

picture, and a link to the artist’s last.fm page. We did not provide

an explanation for the recommendation. We asked the participant

to rate the accuracy and novelty of the recommendation using the

questions of Table 3 (under “Perceived Accuracy” and “Perceived

Novelty”). Next, we showed the same artist profile with only one
explanation style (e.g., user-based) and asked the participant to re-

spond to the question “How persuasive is this explanation?” using

a 7-point Likert scale (from “not persuasive at all” to “very persua-

sive”). Next, we used a different explanation style (e.g., social) for the

same artist profile and ask the same question. We repeated the pro-

cess for all explanation styles generated by the HyPER framework.

To avoid any order-related biases, we randomized the presentation

order of different explanation styles. With this task we tested the

following hypotheses:

• H1: Explanation style significantly correlates with perceived per-

suasiveness.

• H2: Personality significantly correlates with perceived persua-

siveness.

Task for research question 2: We showed the participant an

artist profile for the second highest ranked artist as predicted by

the HyPER model. We did not provide an explanation and asked

the same questions related to perceived accuracy and novelty. Next,

we showed the participant all the explanation styles that were

generated by the HyPER framework. We asked the participant to

rank the explanation styles from the most persuasive to the least

persuasive. We gave the participant the option to rank only the

styles that are interesting and omit those they find uninteresting.

Again, we randomized the initial order of the styles. Figure 1 shows

an example of the ranking question. With this task we tested the

following hypotheses:

• H3: People prefer to see the maximum number of explanation

styles available.

• H4: Personality significantly correlates with preferred number

of explanation styles.

Task for research question 3:We showed the participant an artist

profile for the third highest ranked artist as predicted by the HyPER

model. We did not provide an explanation and asked the same ques-

tions related to perceived accuracy and novelty. Next, we presented

the same recommended artist with the same explanation styles us-

ing different formats (one textual and three visual). For each format

we asked the participant to respond to a set of user experience

(UXP) statements presented in Table 3 (under “Reception (UXP)”)

using a 7-point Likert scale. To determine which visualizations to

show, we used the results of a non-personalized crowd-sourced

study [22], which showed that Venn diagrams significantly outper-

form more complex visualizations such as concentric circles and
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Figure 1: Example of the ranking question (Task 3 of the
study) for the recommended artist “Black Sabbath”.

columns/pathways. Based on this finding, we showed the partici-

pant Venn diagrams and two very simple forms of pathways among

columns, i.e., two cluster dendrograms, one static and one interac-

tive. Figure 2 illustrates an example of the different formats shown

to the same participant for the recommended artist “Deep Purple”.

The figure included a static cluster dendrogram, which presented

all the visualization information at once. The interactive cluster

dendrogram initially hid information but allowed participants to

interact with the visualization by clicking on blue bullets in the di-

agram to reveal additional information about the explanation style.

Since Venn diagrams can accommodate three different styles, we

restricted all the other explanations to show only three styles. To

select which three out of the seven offered styles to show, we chose

the three styles reported to improve performance in prior work,

i.e., user-based, item-based CF, and popularity-based. As before, we

randomized the order that we show the different formats. With this

task we tested the following hypothesis:

• H5: Explanation format significantly correlates with reception

(UXP).

In the middle of the study, we also asked the satisficing ques-

tion: “Please answer “somewhat not persuasive” to this question”.

This question, which is the same for all participants, allowed us to

remove participants who were not paying attention to the study.

7 RESULTS
We grouped participants in two basic categories: experienced partic-

ipants who used last.fm prior to the study and novice participants

Perceived Accuracy (α = 0.96) R2 Est.
The recommended artist represents my tastes. 0.86 1.05

This is an accurate recommendation 0.88 1.05

I like the recommended artist. 0.93 1.06

Perceived Novelty (α = 0.94) R2 Est.
I have never listened to this artist before. 0.91 1.44

I am aware of the recommended artist. 0.74 1.19

The recommended artist is new to me. 0.91 1.45

Reception (UXP) (α = 0.93) R2 Est.
(Confidence): This explanation makes me confident

that I will like this artist.

0.73 1.04

(Transparency): This explanation makes the recom-

mendation process clear to me.

0.71 1.06

(Satisfaction): I would enjoy using a recommenda-

tion system if it presented recommendations in this

way.

0.79 1.17

(Persuasiveness): This explanation for the recom-

mendation is convincing.

0.88 1.19

Table 3: Questions for the main study asked to the partici-
pants. Again, factors (perceived accuracy, perceived novelty,
and UXP) are determined by participant responses to subjec-
tive questions. As before, we report R2, Est., and Cronbach’s
alpha.

that created a last.fm account to participate in the study. As dis-

cussed, for each participant, we ran the HyPER model and picked

the top three artists that scored the highest. Our framework sup-

ports the creation of up to 7 different explanation styles. In our

experiments, the first, second, and third artists that we showed to

each user was accompanied with 6.2, 6.3, 5.6 different explanation

styles on average (values for standard deviations were: 0.67, 0.62,

and 0.99 respectively). Next, we report the factors created from the

subjective questions along with statistics related to the fit. Then,

we report the results of the study and hypothesis testing. Finally,

we report differences in the behavior of the experienced and novice

users. Significance levels in this section are reported as follows: ***

= p < .001, ** = p < .01, and * = p < .05.

7.1 Participants
We collected 212 samples of within-subjects participant data using

AMT. Overall, 92% of participants were between 18 and 50 years of

age, and 60% were male. Each participant was rewarded with US

$3 as incentive. Satisficing, the practice of gaming research studies,

is a legitimate concern for any crowd-sourced platform [18]. We

checked the data for satisficing participants by carefully examining

input/timing patterns and checking the answer to the satisficing

question. Specifically, we checked for repeated responses (e.g., “4”

over and over), providing more than two conflicting responses on

the items for each factor (e.g., the participant claims an artist is

new to her but then also claims she has heard the artist before).

After filtering out participants that exhibited satisficing behavior

(14 total), there were N = 198 samples for analysis. Out of those

users, 91 (46%) were considered “experienced” users who already

had a last.fm account, where 107 (54%) were “novices” who created

a new last.fm account to participate to the study. At the end of this
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Deep	Purple

is	liked	by	people	who	listen	
to	artists	in	your	profile

is	a	popular	artist

is	similar	to

Alice	Cooper

Listeners	=	20	million

Playcounts =	49	million

AC/DC
Alice	Cooper
Dio

• People	who	listen	to	the	artist	Alice	Cooper	that	is	
in	your	profile	also	listen	to	Deep	Purple.

• Deep	Purple	is	very	popular	in	the	last.fm database	
with	 20	million	listeners	and	49	million	playcounts.

• Last.fm’s data	indicates	that	Deep	Purple	is	similar	
to	Alice	Cooper,	Dio,	AC/DC	that	are	in	your	profile.

(a) (b) (c)

Deep	Purple

Alice	Cooper

RadioHead,
The	Beatles,
Queen

Artists	that	
are	popular

Artists	in	your	
profile	that	are	
similar	to	
Deep	Purple

Dio,	AC/DC

Artists	that	are	liked	by	
people	who	listen	to	
artists	in	your	profile

Figure 2: Example of the different explanation formats for the same recommended artist “Deep Purple” (Task 4 of the study).
(a) Venn diagrams, (b) static cluster dendrograms, (c) textual. We also showed interactive cluster dendrograms which are the
same as static (b) with the difference that the participant can interact with the blue bullets (open or close them).
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Figure 3: Mean subjective persuasiveness for each style of explanation, taken on a Likert Scale (1-7).

section, we present our findings for these two different groups of

participants.

7.2 Factor fit and effectiveness of hybrid
recommendations

In Tables 2 and 3 we report the factors that were confirmed from

participant responses on the subjective questions (in bold). Next to

each factor, we show a measurement of internal reliability (Cron-

bach’s α [34]) for each dependent variable that was solicited via

the questionnaires. All factors achieved good or excellent internal

reliability and all factors achieved good discriminant validity using

the Campbell & Fiske test [8]. To improve modeling of personality

traits (which were not factored), we load a different latent variable

on each response with a fixed value (1). Then, we free the variance

of each response and fix the variance of the latent variable to the

variance of the response.

To validate the quality of the recommendations generated by

the HyPER framework, we first asked the participants questions

related to perceived accuracy and novelty of the recommendation

(reported on top of Table 3) for each recommended artist during the

associated task. For each of the three hybrid recommendations, we

averaged together the subjective accuracy. The hybrid recommen-

dations resulted in a mean accuracy of 5.64 out of 7 and the best

fitting item for perceived accuracy was “I like the recommended

artist”. Working similarly, the mean novelty of the recommenda-

tions was 2.1 out of 7 and the best fitting item was “I have never

listened to this artist before”. In our analysis below, we use the

accuracy and novelty as controlling variables and study their effect

on explanations. We note that perceived accuracy and novelty sig-

nificantly co-varied (-0.355***) in the factor model used to assess

factor reliability (see Table 3). This agrees with studies showing

that users trust recommender systems more when they receive

recommendations that they are familiar with [16].

7.3 Preferences for explanation styles
We used the questions asked in Task 1 of the study to test for dif-

ferences in persuasiveness when showing different explanation

styles. Figure 3 shows the mean subjective persuasiveness (“How

persuasive is this explanation?”) across each explanation style. A

repeated-measures ANOVA showed a general difference between

explanation styles (F = 32.635,p < 0.0001). Thus, we acceptH1, i.e.,

explanation style significantly correlates with perceived persuasive-

ness. A Tukey post-hoc test [37] showed significant improvements

by item-based CF, content-based Jaccard, and item-based last.fm

styles over user-based (∀p < 0.001), popularity-based (∀p < 0.025),

content-based tags (∀p < 0.001), and social-based (∀p < 0.001).
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Figure 4: An SEM explaining the role of personality in persuasiveness of explanation. Unidirectional arrows indicate regres-
sion, bidirectional arrows indicate covariance; red arrows indicate a negative effect, green arrows indicate a positive effect;
latent factors were scaled so β values indicate effect sizes in units of standard deviations. Standard error (S) is given. Model fit:
N = 177with 40 free parameters = 4.5 participants per free parameter, RMSEA = 0.077 (CI : [0.060, 0.094]),TLI = 0.932,CFI > 0.948

over null baseline model, χ2(80) = 164.628.

No significant improvement was found for item-based last.fm over

item-based CF, or content-based Jaccard.

To test the significance of personality traits in the persuasive-

ness of an explanation, we conducted an exploratory structural

equation modeling (SEM) [38] analysis. It is well known that peo-

ple may change their ratings of items based on user experience or

persuasive explanations [15], so we accounted for this effect by

controlling for the accuracy/novelty of each recommendation and

the participant’s self-reported ease of satisfaction [32]. Then, we

tested for an effect of each of the ten personality traits on the seven

different explanation styles by performing a regression between

each. This resulted in a total of 70 hypotheses, so we controlled for

multiplicity via the Benjamini-Hochberg procedure with Q = 0.10

[4], which is recommended for exploratory SEM analysis [10].

Figure 4 shows the results from the exploratory analysis. Of

the ten personality traits, only four were shown to have a signif-

icant bearing on persuasiveness of the explanation (dependable,

calm, anxious, critical). These four responses could be grouped

into their larger personality traits: conscientiousness (dependable),

neuroticism (anxious, calm), and agreeableness (critical). Conscien-

tious participants reported being easier to satisfy. The participants

seemed to be split in terms of neuroticism: calm participants tended

to be more receptive of popularity-based explanations while anx-

ious tended to be more receptive of item-based CF explanations. If

the participant identified as dependable and calm or anxious and
critical, the effects disappeared. As a result, we accept H2, i.e., a

person’s personality significantly correlates with perceived persua-

siveness. Finally, the effect sizes of perceived accuracy appeared

to be double that of perceived novelty and any personality-based

effect.

7.4 Preferred number of explanation styles
Next, we analyzed the orderings given by the participants in the

ranking questions (Task 2 of the study). First, we noted that if the

rankings are treated as ratings (1
st

position = 7 points, 2
nd

position

= 6 points, etc.), each explanation style has the same relative score

as shown in Figure 3 (this serves as a second level of validation for

explanation preferences). Second, the mean number of explanation

styles ranked was 2.61. However, we found that almost 40% of

participants chose to leave all explanation styles in the bottom box

without ranking them. After removing these participants, the mean

number of explanation styles was 4.32. To test H3 (people prefer

to see the maximum number of explanation styles available), we

conducted a one-sample t-test to check if the mean of the sample

was significantly different than 7, which was the maximum number

of available explanation styles. We found a significant difference

(t = −22.9,p < 0.001), which remained significant when omitting

participants who had not ranked any explanations (t = −13.8,p <
0.001). Thus, we rejectH3, concluding that people lose interest after

approximately three to four explanation styles. Finally, we tested

whether or not personality significantly correlated with the number

of explanation styles ranked. We tested ten regressions (multiplicity

control again with Q = 0.10) within an SEM which revealed that

dependable people were likely to rank less (β = −0.166∗, S = 0.15)

and open people were likely to rank more (β = 0.212 ∗ ∗, S =
0.144). Thus we accept H4, i.e., a person’s personality significantly

correlates with their preferred number of explanation styles.

7.5 Textual vs. visual format
As discussed, in Task 3 of the study, for one artist we showed four dif-

ferent explanation formats (one textual and three visual) and asked
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participants to answer a set of UXP questions reported in Table 3.

We plot the persuasiveness score, which reported the best R2 value
(“This explanation for the recommendation is convincing”), for each

visual/textual format in Figure 5. A repeated-measures ANOVA

showed a difference between treatments (F = 10.13,p < 0.001).

Therefore, we accept H5, i.e., explanation format significantly cor-

relates with a user’s reception of an explanation. Specifically, text

explanations were perceived as more persuasive than every visual

format (∀p < 0.001). To investigate further, we considered whether

visualization familiarity significantly correlated with better recep-

tion of the visual formats. Four regressions were tested in an SEM

when controlling for the accuracy of the recommendation and self-

reported ease-of-satisfaction, showing that more familiarity with

visualization significantly correlated with better reception of the

Venn diagram (β = 0.151∗, S = 0.077). Finally, our analysis does

not show any statistically significant difference between the static

and interactive version of cluster dendrograms.
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Figure 5: Mean subjective persuasiveness for each format of
explanation, taken on a Likert Scale (1-7).

7.6 Experienced vs. novice last.fm users
As discussed 46% of the users participated in the study already

had a last.fm account, while 54% of the users created a last.fm

account to participate to our study. A regression analysis done in

a pathway model showed these two groups of participants varied

in three significant ways. In particular, novice users (1) reported

much higher perceived accuracy (B = 0.576 ∗ ∗∗), (2) preferred

the content-based Jaccard explanations more (B = 0.544∗), (3) and

vastly preferred the popularity-based explanations (B = 0.891∗∗). A

possible explanation for the lower accuracy of the recommendations

for the experienced users might be that these users have already

explored the online space of music offerings to a greater extent

and as a result they are harder to satisfy when compared to novice

users.

8 OFFLINE EVALUATION OF THE HYBRID
RECOMMENDER

Our user study focused on evaluating explanations from a hybrid

recommender system rather than evaluating the performance of

the recommender system relative to other recommendation tech-

niques. In this section we establish that the proposed HyPER model

is not only able to provide explanations, but also produces accu-

rate recommendations compared to other popular recommendation

methods. To evaluate the performance of this model, we performed

an offline evaluation of four different collaborative filtering mod-

els in an implicit feedback setting (where only listening activity is

available). We compared HyPER’s performance to: (a) an algorithm

that ranks the recommended artists based on their popularity, (b)

the traditional item-based collaborative filtering algorithm using a

cosine similarity metric, and (c) collaborative filtering for implicit

feedback datasets (we refer to this method as WRMF) [17].
4
For

all algorithms above we used the implementations provided by the

MyMediaLite framework [12].

To evaluate the performance in an offline setting, we first crawled

a subset of the last.fm dataset. We randomly sampled user profiles,

removing users with fewer than 20 artists in their profile, yield-

ing 2, 984 user profiles. For each user, we followed the exact same

process described in the first phase of the study (Section 6.1) for

crawling data, creating the candidate sets, and computing similari-

ties. The crawling process generated a total of 1, 083, 705 user-artist

interactions from 55, 641 users (2, 984 users along with their friends

and similar users) and 74, 728 artists (sparsity=99.97%). The number

of friendship connections was 122, 320 and the total number of tags

for all artists was 123, 677.5

To create the training and test set, for each of the 2, 984 users,

we crawled the top 20 artists in their profile. We used 15 artists

for training while holding out 5 artists to add to the candidate set

(which we generated following the process described in Section 6.1).

For each user, each algorithm ranked all the items of their candidate

set. We evaluated the performance of the algorithms on recall using

four different recall thresholds (5, 10, 25 and 50). To compute the

recall metric, we computed the proportion of the 5 ground truth

artists from the user’s profile ranked in the top 5 (resp. 10, 25, 50)

predictions of each model and average across users.

For the baselines we experimented with various parameters and

report the results of the best performing model. For the item-based

collaborative filtering we experimented with number of neighbors

10, 20, 50 (we got best results for 20 neighbors). ForWRMFwe exper-

imented with number of factors 10, 30, 45, 60, 80, 100, 150, number

of iterations 15 and 30, and regularization values 0.005, 0.015, 0.03,

(we got best result for 60 factors, 15 iterations, and 0.015 regular-

ization).

Table 4 presents the results of HyPER and the baselines. We

observe that HyPER outperforms the strongest model, which is the

item-based collaborative filtering. As a result, the proposed model

not only is able to generate explanations, but it can also provide

accurate recommendations.

9 DISCUSSION
In this work, we implemented a personalized hybrid recommender

engine that combines multiple sources of information and gen-

erates recommendations with a variety of explanation styles in

4
We also experimented with Bayesian personalized ranking from implicit feedback

[30] but results were worse than other techniques.

5
The data are available here: https://linqs-data.soe.ucsc.edu/public/kouki-iui19/.

https://linqs-data.soe.ucsc.edu/public/kouki-iui19/


Personalized Explanations for Hybrid Recommender Systems IUI ’19, March 17–20, 2019, Marina del Rey, CA, USA

Model recall@5 recall@10 recall@25 recall@50
HyPER 0.075 0.121 0.220 0.310
WRMF 0.072 0.114 0.197 0.278

Item-based 0.072 0.118 0.214 0.305

Most popular 0.021 0.037 0.070 0.114

Table 4: Recall@5, 10, 25, 50 for PSL and baselines.

real time. We conducted a crowd-sourced user study where users

evaluated the persuasiveness of different explanations generated

in real-time and personalized for that user’s tastes that varied in

style, number, and format. We evaluated the effects of explanation

style, number, and format as well as personality characteristics on

user preferences for explanations. Furthermore, we showed that

our approach improves the accuracy over existing collaborative

filtering baselines while also providing interpretable explanations.

The most important findings from our study are as follows.

People prefer item-centric but not user-centric or socio-
centric explanations. User-based and social-based explanations

were rated as relatively less persuasive by the participants. This

was regardless of the age of the participant’s last.fm account. Al-

though the non-personalized popularity-based explanations were

rated more favorably, they were still significantly less persuasive

than the content-based explanations. Relevant literature[13, 15]

showed that users can evaluate content-based explanations pre-

cisely and that a content-based interface is highly preferable. Our

findings in this paper, reinforce the findings that content-based

explanations are a good option when a system can provide only

one explanation method. Moreover, we found that calm participants

(low neuroticism) preferred popularity-based explanations, while

anxious participants (high neuroticism) preferred item-based CF ex-

planations. Additionally, participants that identified as dependable

did not have any preference for the popularity-based explanation.

Likewise, neurotic participants (who were also likely to be intro-

verted and reserved), showed a slight preference for item-based CF

explanations.

People prefer to see atmost three to four explanation styles.
Our analysis when manipulating the number of explanation styles

indicated that a relatively large percentage of users prefer to see

no explanation with a recommendation, a possible artifact of our

experimental design. We plan to investigate this in more detail in

our future work. For the rest of the users, we found that the average

number of explanations they preferred is 4.32. We also found that

open participants were persuaded by many explanations, while con-

scientious participants preferred fewer. One possible dynamic that

might result in these preferences is that open participants are likely

to seek new experiences, while conscientious participants may be

turned off by clutter. However, despite the significant effects, due

to the correlation between those two traits and relatively low effect

sizes, personalization of the number of explanations shown to a

user may be unnecessary. A default of three to four explanations

would likely be sufficient for most people.

Textual explanations are ideal. Our analysis indicated that

text explanations were perceived as more persuasive compared

to three different visual formats. When considering visualization

familiarity as a control variable, we found that users with more

familiarity in visualization are more receptive to the Venn diagrams.

Despite this, our model did not predict that participants familiar

with visualization would prefer the Venn diagram over the text ex-
planations. At first, this result may seem to contradict recent work

on visual recommender interfaces, but a closer look shows that the

results are not directly comparable. In particular, Parra et al. [29]

proposed Venn diagrams to implement interactive interfaces and

showed that they are more engaging to the users when compared to

non-controllable ranked lists. However, their work focused on the

user controllability aspect, while in our work the focus was on the

persuasiveness of explanations in a more isolated and static way.

In another study [22], Venn diagrams did not perform significantly

different from a variety of text-based explanations. This study, how-

ever, was limited to non-personalized “mock” explanations and

interfaces, so users were not receiving real recommendations dur-

ing the task. In the study presented in this paper, users were exposed

to real personalized recommendations with explanations so they

may have been more focused on evaluating the recommendations

with explanations and thus may have seen the visual explanations

as an unnecessary hindrance to their assessments. In summary, we

believe that in static recommendation contexts, textual explanations

would likely satisfy nearly every consumer.

10 LIMITATIONS AND FUTUREWORK
The results presented in this paper are based on a personalized user

study in AMTwith users and data from themusic domain. Although

our observations may hold in other domains and contexts as well,

we plan to conduct additional studies in order to generalize our

results and account for differences in other domains. For example,

we found that, in themusic domain, people prefer to see three to four

explanations. However, in domains such as job recommendations,

the decision that a person would make based on a recommendation

is of “higher risk” in the sense that it would affect their career

instead of what track to listen next. In such cases, we believe that

people may prefer a larger number of explanations in order to better

understand the reasoning of the recommendations before making

a decision.

In our work, we assume that users operate in a context where

they have sufficient time and space to explore the recommendations.

We plan to further study whether our findings can generalize for

the cases when the users operate in time and/or space constrained

contexts (e.g., on a mobile device while on the move). We also

showed that our hybrid recommender system outperforms other

popular ranking methods in an offline setting. In the future, we

plan to additionally compare the performance of the proposed

framework and the baselines in an online setting. Additionally, in

our offline evaluation we compared only to collaborative filtering

models, while in our futureworkwe plan to compare to other hybrid

models as well [19]. Additionally, we are interested in studying if

and under which circumstances it is beneficial that explanations

participate in the process of ranking the recommendations. Finally,

we plan to support a conversational recommender system that will

use the observations from interactions with the user and adjust the

explanations based on the user’s preferences.
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